# NoSql之Redis

# NoSql入门和概述

## 入门概述

### 互联网时代背景下 大机遇，为什么用nosql

#### 1单机MySQL的美好年代

|  |
| --- |
| 在90年代，一个网站的访问量一般都不大，用单个数据库完全可以轻松应付。  在那个时候，更多的都是静态网页，动态交互类型的网站不多。    上述架构下，我们来看看数据存储的瓶颈是什么？  1.数据量的总大小 一个机器放不下时  2.数据的索引（B+ Tree）一个机器的内存放不下时  3.访问量(读写混合)一个实例不能承受   如果满足了上述1 or 3个，进化...... |

#### 2 Memcached(缓存)+MySQL+垂直拆分

|  |
| --- |
| 后来，随着访问量的上升，几乎大部分使用MySQL架构的网站在数据库上都开始出现了性能问题，web程序不再仅仅专注在功能上，同时也在追求性能。程序员们开始大量的使用缓存技术来缓解数据库的压力，优化数据库的结构和索引。开始比较流行的是通过文件缓存来缓解数据库压力，但是当访问量继续增大的时候，多台web机器通过文件缓存不能共享，大量的小文件缓存也带了了比较高的IO压力。在这个时候，Memcached就自然的成为一个非常时尚的技术产品。     Memcached作为一个独立的分布式的缓存服务器，为多个web服务器提供了一个共享的高性能缓存服务，在Memcached服务器上，又发展了根据hash算法来进行多台Memcached缓存服务的扩展，然后又出现了一致性hash来解决增加或减少缓存服务器导致重新hash带来的大量缓存失效的弊端 |

#### 3 Mysql主从读写分离

|  |
| --- |
| 由于数据库的写入压力增加，Memcached只能缓解数据库的读取压力。读写集中在一个数据库上让数据库不堪重负，大部分网站开始使用主从复制技术来达到读写分离，以提高读写性能和读库的可扩展性。Mysql的master-slave模式成为这个时候的网站标配了。 |

#### 4 分表分库+水平拆分+mysql集群

|  |
| --- |
| 在Memcached的高速缓存，MySQL的主从复制，读写分离的基础之上，这时MySQL主库的写压力开始出现瓶颈，而数据量的持续猛增，由于MyISAM使用表锁，在高并发下会出现严重的锁问题，大量的高并发MySQL应用开始使用InnoDB引擎代替MyISAM。   同时，开始流行使用分表分库来缓解写压力和数据增长的扩展问题。这个时候，分表分库成了一个热门技术，是面试的热门问题也是业界讨论的热门技术问题。也就在这个时候，MySQL推出了还不太稳定的表分区，这也给技术实力一般的公司带来了希望。虽然MySQL推出了MySQL Cluster集群，但性能也不能很好满足互联网的要求，只是在高可靠性上提供了非常大的保证。 |

#### 5 MySQL的扩展性瓶颈

|  |
| --- |
| MySQL数据库也经常存储一些大文本字段，导致数据库表非常的大，在做数据库恢复的时候就导致非常的慢，不容易快速恢复数据库。比如1000万4KB大小的文本就接近40GB的大小，如果能把这些数据从MySQL省去，MySQL将变得非常的小。关系数据库很强大，但是它并不能很好的应付所有的应用场景。MySQL的扩展性差（需要复杂的技术来实现），大数据下IO压力大，表结构更改困难，正是当前使用MySQL的开发人员面临的问题。 |

#### 6 今天是什么样子？？

|  |
| --- |
|  |

#### 7 为什么用NoSQL

|  |
| --- |
| 为什么使用NoSQL ?  今天我们可以通过第三方平台（如：Google,Facebook等）可以很容易的访问和抓取数据。用户的个人信息，社交网络，地理位置，用户生成的数据和用户操作日志已经成倍的增加。我们如果要对这些用户数据进行挖掘，那SQL数据库已经不适合这些应用了, NoSQL数据库的发展也却能很好的处理这些大的数据。 |

### 是什么

|  |
| --- |
| NoSQL(NoSQL = Not Only SQL )，意即“不仅仅是SQL”，  泛指非关系型的数据库。随着互联网web2.0网站的兴起，传统的关系数据库在应付web2.0网站，特别是超大规模和高并发的SNS类型的web2.0纯动态网站已经显得力不从心，暴露了很多难以克服的问题，而非关系型的数据库则由于其本身的特点得到了非常迅速的发展。NoSQL数据库的产生就是为了解决大规模数据集合多重数据种类带来的挑战，尤其是大数据应用难题，包括超大规模数据的存储。  （例如谷歌或Facebook每天为他们的用户收集万亿比特的数据）。这些类型的数据存储不需要固定的模式，无需多余操作就可以横向扩展。 |

### 能干嘛

#### 易扩展

|  |
| --- |
| NoSQL数据库种类繁多，但是一个共同的特点都是去掉关系数据库的关系型特性。  数据之间无关系，这样就非常容易扩展。也无形之间，在架构的层面上带来了可扩展的能力。 |

#### 大数据量高性能

|  |
| --- |
| NoSQL数据库都具有非常高的读写性能，尤其在大数据量下，同样表现优秀。  这得益于它的无关系性，数据库的结构简单。  一般MySQL使用Query Cache，每次表的更新Cache就失效，是一种大粒度的Cache，  在针对web2.0的交互频繁的应用，Cache性能不高。而NoSQL的Cache是记录级的，  是一种细粒度的Cache，所以NoSQL在这个层面上来说就要性能高很多了 |

#### 多样灵活的数据模型

|  |
| --- |
| NoSQL无需事先为要存储的数据建立字段，随时可以存储自定义的数据格式。而在关系数据库里，  增删字段是一件非常麻烦的事情。如果是非常大数据量的表，增加字段简直就是一个噩梦 |

#### 传统RDBMS VS NOSQL

|  |
| --- |
| RDBMS vs NoSQL  RDBMS  - 高度组织化结构化数据  - 结构化查询语言（SQL）  - 数据和关系都存储在单独的表中。  - 数据操纵语言，数据定义语言  - 严格的一致性  - 基础事务  NoSQL  - 代表着不仅仅是SQL  - 没有声明性查询语言  - 没有预定义的模式  -键 - 值对存储，列存储，文档存储，图形数据库  - 最终一致性，而非ACID属性  - 非结构化和不可预知的数据  - CAP定理  - 高性能，高可用性和可伸缩性 |

### 去哪下

* Redis
* Memcache
* Mongodb

### 怎么玩

* KV
* Cache
* Persistence
* ...

## 3V+3高

### 大数据时代的3V

* 海量Volume
* 多样Variety
* 实时Velocity

### 互联网需求的3高

* 高并发
* 高可扩
* 高性能

## 当下的NoSQL经典应用

### 当下的应用是sql和nosql一起使用

### 阿里巴巴中文站商品信息如何存放

#### 看看阿里巴巴中文网站首页 以女装/女包包为例

##### 架构发展历程

* 演变过程

|  |
| --- |
|  |

* 第5代

|  |
| --- |
|  |

* 第5代架构使命

|  |
| --- |
|  |

* ......

##### 和我们相关的，多数据源多数据类型的存储问题

|  |
| --- |
|  |

#### 商品基本信息

##### 名称、价格，出厂日期，生产厂商等

##### 关系型数据库：mysql/oracle目前淘宝在去O化(也即拿掉Oracle)，注意，淘宝内部用的Mysql是里面的大牛自己改造过的

* 为什么去IOE？

|  |
| --- |
| 2008年，王坚加盟阿里巴巴成为集团首席架构师，即现在的首席技术官。这位前微软亚洲研究院常务副院长被马云定位为：将帮助阿里巴巴集团建立世界级的技术团队，并负责集团技术架构以及基础技术平台搭建。  在加入阿里后，带着技术基因和学者风范的王坚就在阿里巴巴集团提出了被称为“去IOE”（在IT建设过程中，去除IBM小型机、Oracle数据库及EMC存储设备）的想法，并开始把云计算的本质，植入阿里IT基因。  王坚这样概括“去IOE”运动和阿里云之间的关系：“去IOE”彻底改变了阿里集团IT架构的基础，是阿里拥抱云计算，产出计算服务的基础。“去IOE”的本质是分布化，让随处可以买到的Commodity PC架构成为可能，使云计算能够落地的首要条件。 |

#### 商品描述、详情、评价信息(多文字类)

* 多文字信息描述类，IO读写性能变差
* 文档数据库MongDB中

#### 商品的图片

##### 商品图片展现类

##### 分布式的文件系统中

* 淘宝自己的TFS
* Google的GFS
* Hadoop的HDFS

#### 商品的关键字

* 搜索引擎，淘宝内用
* ISearch

#### 商品的波段性的热点高频信息

* 内存数据库
* tair、Redis、Memcache

#### 6 商品的交易、价格计算、积分累计

* 外部系统，外部第3方支付接口
* 支付宝

#### 总结大型互联网应用(大数据、高并发、多样数据类型)的难点和解决方案

##### 难点

* 数据类型多样性
* 数据源多样性和变化重构
* 数据源改造而数据服务平台不需要大面积重构

##### 解决办法

**阿里、淘宝干了什么？UDSL**

###### 是什么

|  |
| --- |
|  |

###### 什么样

|  |
| --- |
|  |

1. 映射

|  |
| --- |
|  |

1. API

|  |
| --- |
|  |

1. 热点缓存

|  |
| --- |
|  |

1. ......

## NoSQL数据模型简介

### 以一个电商客户、订单、订购、地址模型来对比下关系型数据库和非关系型数据库

#### 传统的关系型数据库你如何设计？

* **ER图(1:1/1:N/N:N,主外键等常见)**

|  |
| --- |
|  |

#### nosql你如何设计

##### 什么是BSON

|  |
| --- |
| BSON（）是一种类json的一种二进制形式的存储格式，简称Binary JSON，  它和JSON一样，支持内嵌的文档对象和数组对象 |

##### 用BSon画出构建的数据模型

|  |
| --- |
| {   "customer":{     "id":1136,     "name":"Z3",     "billingAddress":[{"city":"beijing"}],     "orders":[      {        "id":17,        "customerId":1136,        "orderItems":[{"productId":27,"price":77.5,"productName":"thinking in java"}],        "shippingAddress":[{"city":"beijing"}]        "orderPayment":[{"ccinfo":"111-222-333","txnid":"asdfadcd334","billingAddress":{"city":"beijing"}}],        }      ]    }  } |

#### 两者对比，问题和难点

##### 为什么上述的情况可以用聚合模型来处理

* 高并发的操作是不太建议有关联查询的，互联网公司用冗余数据来避免关联查询
* 分布式事务是支持不了太多的并发的

##### 想想关系模型数据库你如何查？

### 聚合模型

* KV键值
* Bson
* 列族

|  |
| --- |
| 顾名思义，是按列存储数据的。最大的特点是方便存储结构化和半结构化数据，方便做数据压缩，对针对某一列或者某几列的查询有非常大的IO优势。 |

* 图形

|  |
| --- |
|  |

## NoSQL数据库的四大分类

### KV键值：典型介绍

* 新浪：BerkeleyDB+redis
* 美团：redis+tair
* 阿里、百度：memcache+redis

### 文档型数据库(bson格式比较多)：典型介绍

* CouchDB
* MongoDB

|  |
| --- |
| MongoDB 是一个基于分布式文件存储的数据库。由 C++ 语言编写。旨在为 WEB 应用提供可扩展的高性能数据存储解决方案。  MongoDB 是一个介于关系数据库和非关系数据库之间的产品，是非关系数据库当中功能最丰富，最像关系数据库的。 |

### 列存储数据库

* Cassandra, HBase
* 分布式文件系统

### 图关系数据库

* 它不是放图形的，放的是关系比如:朋友圈社交网络、广告推荐系统
* 社交网络，推荐系统等。专注于构建关系图谱
* Neo4J, InfoGrid

### 四者对比

|  |
| --- |
|  |

## 在分布式数据库中CAP原理CAP+BASE

### 传统的ACID分别是什么

![](data:image/png;base64,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)

|  |
| --- |
| 关系型数据库遵循ACID规则  事务在英文中是transaction，和现实世界中的交易很类似，它有如下四个特性：  1、A (Atomicity) 原子性  原子性很容易理解，也就是说事务里的所有操作要么全部做完，要么都不做，事务成功的条件是事务里的所有操作都成功，只要有一个操作失败，整个事务就失败，需要回滚。比如银行转账，从A账户转100元至B账户，分为两个步骤：1）从A账户取100元；2）存入100元至B账户。这两步要么一起完成，要么一起不完成，如果只完成第一步，第二步失败，钱会莫名其妙少了100元。  2、C (Consistency) 一致性  一致性也比较容易理解，也就是说数据库要一直处于一致的状态，事务的运行不会改变数据库原本的一致性约束。  3、I (Isolation) 独立性  所谓的独立性是指并发的事务之间不会互相影响，如果一个事务要访问的数据正在被另外一个事务修改，只要另外一个事务未提交，它所访问的数据就不受未提交事务的影响。比如现有有个交易是从A账户转100元至B账户，在这个交易还未完成的情况下，如果此时B查询自己的账户，是看不到新增加的100元的  4、D (Durability) 持久性  持久性是指一旦事务提交后，它所做的修改将会永久的保存在数据库上，即使出现宕机也不会丢失。 |

### CAP

* C:Consistency（强一致性）
* A:Availability（可用性）
* P:Partition tolerance（分区容错性）

### CAP的3进2

|  |
| --- |
| CAP理论就是说在分布式存储系统中，最多只能实现上面的两点。  而由于当前的网络硬件肯定会出现延迟丢包等问题，所以  分区容忍性是我们必须需要实现的。  所以我们只能在一致性和可用性之间进行权衡，没有NoSQL系统能同时保证这三点。  ===============================================================================C:强一致性 A：高可用性 P：分布式容忍性   CA 传统Oracle数据库   AP 大多数网站架构的选择   CP Redis、Mongodb   注意：分布式架构的时候必须做出取舍。  一致性和可用性之间取一个平衡。多余大多数web应用，其实并不需要强一致性。  因此牺牲C换取P，这是目前分布式数据库产品的方向  ===============================================================================  一致性与可用性的决择  对于web2.0网站来说，关系数据库的很多主要特性却往往无用武之地  数据库事务一致性需求  　　很多web实时系统并不要求严格的数据库事务，对读一致性的要求很低， 有些场合对写一致性要求并不高。允许实现最终一致性。  数据库的写实时性和读实时性需求  　　对关系数据库来说，插入一条数据之后立刻查询，是肯定可以读出来这条数据的，但是对于很多web应用来说，并不要求这么高的实时性，比方说发一条消息之 后，过几秒乃至十几秒之后，我的订阅者才看到这条动态是完全可以接受的。  对复杂的SQL查询，特别是多表关联查询的需求  　　任何大数据量的web系统，都非常忌讳多个大表的关联查询，以及复杂的数据分析类型的报表查询，特别是SNS类型的网站，从需求以及产品设计角 度，就避免了这种情况的产生。往往更多的只是单表的主键查询，以及单表的简单条件分页查询，SQL的功能被极大的弱化了。 |

### 经典CAP图

|  |
| --- |
| CAP理论的核心是：一个分布式系统不可能同时很好的满足一致性，可用性和分区容错性这三个需求，最多只能同时较好的满足两个。  因此，根据 CAP 原理将 NoSQL 数据库分成了满足 CA 原则、满足 CP 原则和满足 AP 原则三 大类：  CA - 单点集群，满足一致性，可用性的系统，通常在可扩展性上不太强大。  CP - 满足一致性，分区容忍必的系统，通常性能不是特别高。  AP - 满足可用性，分区容忍性的系统，通常可能对一致性要求低一些。 |

### BASE

|  |
| --- |
| BASE就是为了解决关系数据库强一致性引起的问题而引起的可用性降低而提出的解决方案。  BASE其实是下面三个术语的缩写：      基本可用（Basically Available）      软状态（Soft state）      最终一致（Eventually consistent）  它的思想是通过让系统放松对某一时刻数据一致性的要求来换取系统整体伸缩性和性能上改观。为什么这么说呢，缘由就在于大型系统往往由于地域分布和极高性能的要求，不可能采用分布式事务来完成这些指标，要想获得这些指标，我们必须采用另外一种方式来完成，这里BASE就是解决这个问题的办法 |

### 分布式+集群简介

|  |
| --- |
| 分布式系统  分布式系统（distributed system）   由多台计算机和通信的软件组件通过计算机网络连接（本地网络或广域网）组成。分布式系统是建立在网络之上的软件系统。正是因为软件的特性，所以分布式系统具有高度的内聚性和透明性。因此，网络和分布式系统之间的区别更多的在于高层软件（特别是操作系统），而不是硬件。分布式系统可以应用在在不同的平台上如：Pc、工作站、局域网和广域网上等。  简单来讲：  1分布式：不同的多台服务器上面部署不同的服务模块（工程），他们之间通过Rpc/Rmi之间通信和调用，对外提供服务和组内协作。  2集群：不同的多台服务器上面部署相同的服务模块，通过分布式调度软件进行统一的调度，对外提供服务和访问。 |

# Redis入门介绍

## 入门概述

### 是什么

#### Redis:REmote DIctionary Server(远程字典服务器)

|  |
| --- |
|  |

#### 是完全开源免费的，用C语言编写的，遵守BSD协议，是一个高性能的(key/value)分布式内存数据库，基于内存运行并支持持久化的NoSQL数据库，是当前最热门的NoSql数据库之一,也被人们称为数据结构服务器

#### Redis 与其他 key - value 缓存产品有以下三个特点

* Redis支持数据的持久化，可以将内存中的数据保持在磁盘中，重启的时候可以再次加载进行使用
* Redis不仅仅支持简单的key-value类型的数据，同时还提供list，set，zset，hash等数据结构的存储
* Redis支持数据的备份，即master-slave模式的数据备份

### 能干嘛

1. 内存存储和持久化：redis支持异步将内存中的数据写到硬盘上，同时不影响继续服务
2. 取最新N个数据的操作，如：可以将最新的10条评论的ID放在Redis的List集合里面
3. 模拟类似于HttpSession这种需要设定过期时间的功能
4. 发布、订阅消息系统
5. 定时器、计数器

### 去哪下

* <http://redis.io/>

|  |
| --- |
|  |

* <http://www.redis.cn/>

|  |
| --- |
|  |

### 怎么玩

#### 数据类型、基本操作和配置

#### 持久化和复制，RDB/AOF

#### 事务的控制

#### 复制

#### ......

## VMWare+VMTools千里之行始于足下

## Redis的安装

### Windows版安装

|  |
| --- |
| Window 下安装  下载地址：https://github.com/dmajkic/redis/downloads  下载到的Redis支持32bit和64bit。根据自己实际情况选择，将64bit的内容cp到自定义盘符安装目录取名redis。 如 C:\reids  打开一个cmd窗口 使用cd命令切换目录到 C:\redis 运行 redis-server.exe redis.conf 。  如果想方便的话，可以把redis的路径加到系统的环境变量里，这样就省得再输路径了，后面的那个redis.conf可以省略，  如果省略，会启用默认的。输入之后，会显示如下界面：  这时候另启一个cmd窗口，原来的不要关闭，不然就无法访问服务端了。  切换到redis目录下运行 redis-cli.exe -h 127.0.0.1 -p 6379 。  设置键值对 set myKey abc  取出键值对 get myKey |

### 重要提示：

由于企业里面做Redis开发，99%都是Linux版的运用和安装，

几乎不会涉及到Windows版，上一步的讲解只是为了知识的完整性，

Windows版不作为重点，同学可以下去自己玩，企业实战就认一个版：Linux

|  |
| --- |
|  |

### Linux版安装

#### 下载获得redis-3.0.4.tar.gz后将它放入我们的Linux目录/opt

#### /opt目录下，解压命令:tar -zxvf redis-3.0.4.tar.gz

#### 解压完成后出现文件夹：redis-3.0.4

|  |
| --- |
|  |

#### 进入目录:cd redis-3.0.4

|  |
| --- |
|  |

#### 在redis-3.0.4目录下执行make命令

* **运行make命令时故意出现的错误解析：**

##### 安装gcc

|  |
| --- |
| gcc是linux下的一个编译程序，是C程序的编译工具。  GCC(GNU Compiler Collection) 是 GNU(GNU's Not Unix) 计划提供的编译器家族，它能够支持 C, C++, Objective-C, Fortran, Java 和 Ada 等等程序设计语言前端，同时能够运行在 x86, x86-64, IA-64, PowerPC, SPARC 和 Alpha 等等几乎目前所有的硬件平台上。鉴于这些特征，以及 GCC 编译代码的高效性，使得 GCC 成为绝大多数自由软件开发编译的首选工具。虽然对于程序员们来说，编译器只是一个工具，除了开发和维护人员，很少有人关注编译器的发展，但是 GCC 的影响力是如此之大，它的性能提升甚至有望改善所有的自由软件的运行效率，同时它的内部结构的变化也体现出现代编译器发展的新特征。 |

能上网：yum install gcc-c++

不上网：

##### 二次make

##### jemalloc/jemalloc.h：没有那个文件或目录

**运行make distclean之后再make**

|  |
| --- |
|  |

##### Redis Test(可以不用执行)

|  |
| --- |
| 下载TCL的网址：  http://www.linuxfromscratch.org/blfs/view/cvs/general/tcl.html    安装TCL |

#### 如果make完成后继续执行make install

|  |
| --- |
|  |

#### 查看默认安装目录：usr/local/bin

|  |
| --- |
|  |

* redis-benchmark:性能测试工具，可以在自己本子运行，看看自己本子性能如何

服务启动起来后执行

* redis-check-aof：修复有问题的AOF文件，rdb和aof后面讲
* redis-check-dump：修复有问题的dump.rdb文件
* redis-cli：客户端，操作入口
* redis-sentinel：redis集群使用
* redis-server：Redis服务器启动命令

#### 启动

|  |
| --- |
|  |

##### 修改redis.conf文件将里面的daemonize no 改成 yes，让服务在后台启动

##### 将默认的redis.conf拷贝到自己定义好的一个路径下，比如/myconf

##### 启动

|  |
| --- |
|  |

##### 连通测试

|  |
| --- |
|  |

##### /usr/local/bin目录下运行redis-server，运行拷贝出存放了自定义conf文件目录下的redis.conf文件

#### 永远的helloworld

|  |
| --- |
|  |

#### 关闭

|  |
| --- |
|  |

1. 单实例关闭：redis-cli shutdown
2. 多实例关闭，指定端口关闭:redis-cli -p 6379 shutdown

## Redis启动后杂项基础知识讲解

##### 单进程

* 单进程模型来处理客户端的请求。对读写等事件的响应是通过对epoll函数的包装来做到的。Redis的实际处理速度完全依靠主进程的执行效率
* epoll是Linux内核为处理大批量文件描述符而作了改进的epoll，是Linux下多路复用IO接口select/poll的增强版本，它能显著提高程序在大量并发连接中只有少量活跃的情况下的系统CPU利用率。

##### 默认16个数据库，类似数组下表从零开始，初始默认使用零号库

|  |
| --- |
|  |

##### select命令切换数据库

##### dbsize查看当前数据库的key的数量

##### flushdb：清空当前库

##### Flushall；通杀全部库

##### 统一密码管理，16个库都是同样密码，要么都OK要么一个也连接不上

##### Redis索引都是从零开始

##### 为什么默认端口是6379

# Redis数据类型

## Redis的五大数据类型

|  |
| --- |
|  |

### string（字符串）

|  |
| --- |
| String（字符串）  string是redis最基本的类型，你可以理解成与Memcached一模一样的类型，一个key对应一个value。  string类型是二进制安全的。意思是redis的string可以包含任何数据。比如jpg图片或者序列化的对象 。  string类型是Redis最基本的数据类型，一个redis中字符串value最多可以是512M |

### hash（哈希，类似java里的Map）

|  |
| --- |
| Hash（哈希）  Redis hash 是一个键值对集合。  Redis hash是一个string类型的field和value的映射表，hash特别适合用于存储对象。  类似Java里面的Map<String,Object> |

### list（列表）

|  |
| --- |
| List（列表）  Redis 列表是简单的字符串列表，按照插入顺序排序。你可以添加一个元素导列表的头部（左边）或者尾部（右边）。  它的底层实际是个链表 |

### set（集合）

|  |
| --- |
| Set（集合）  Redis的Set是string类型的无序集合。它是通过HashTable实现实现的， |

### zset(sorted set：有序集合)

|  |
| --- |
| zset(sorted set：有序集合)  Redis zset 和 set 一样也是string类型元素的集合,且不允许重复的成员。  不同的是每个元素都会关联一个double类型的分数。  redis正是通过分数来为集合中的成员进行从小到大的排序。zset的成员是唯一的,但分数(score)却可以重复。 |

## 哪里去获得redis常见数据类型操作命令

<http://redisdoc.com/>

|  |
| --- |
|  |

## Redis 键(key)

### 常用

|  |
| --- |
|  |

### 案例

1. keys \*
2. exists key的名字，判断某个key是否存在
3. move key db --->当前库就没有了，被移除了
4. expire key 秒钟：为给定的key设置过期时间
5. ttl key 查看还有多少秒过期，-1表示永不过期，-2表示已过期
6. type key 查看你的key是什么类型

## Redis字符串(String)

|  |
| --- |
|  |

### 常用

|  |
| --- |
|  |

### 单值单value

### 案例

1. set/get/del/append/strlen
2. Incr/decr/incrby/decrby,一定要是数字才能进行加减
3. getrange/setrange

|  |
| --- |
| getrange:获取指定区间范围内的值，类似between......and的关系  从零到负一表示全部    setrange设置指定区间范围内的值，格式是setrange key值 具体值 |

1. setex(set with expire)键秒值/setnx(set if not exist)

|  |
| --- |
| setex:设置带过期时间的key，动态设置。  setex 键 秒值 真实值  setnx:只有在 key 不存在时设置 key 的值。 |

1. mset/mget/msetnx

|  |
| --- |
| mset:同时设置一个或多个 key-value 对。  mget:获取所有(一个或多个)给定 key 的值。  msetnx:同时设置一个或多个 key-value 对，当且仅当所有给定 key 都不存在。 |

1. getset(先get再set)

|  |
| --- |
| getset:将给定 key 的值设为 value ，并返回 key 的旧值(old value)。  简单一句话，先get然后立即set |

## Redis列表(List)

### 常用

|  |
| --- |
|  |

### 单值多value

### 案例

1. lpush/rpush/lrange
2. lpop/rpop
3. lindex，按照索引下标获得元素(从上到下)

|  |
| --- |
| 通过索引获取列表中的元素 lindex key index |

1. Llen
2. lrem key 删N个value

|  |
| --- |
| \* 从left往right删除2个值等于v1的元素，返回的值为实际删除的数量   \*  LREM list3 0 值，表示删除全部给定的值。零个就是全部值 |

1. ltrim key 开始index 结束index，截取指定范围的值后再赋值给key

|  |
| --- |
| ltrim：截取指定索引区间的元素，格式是ltrim list的key 起始索引 结束索引 |

1. rpoplpush 源列表 目的列表

|  |
| --- |
| 移除列表的最后一个元素，并将该元素添加到另一个列表并返回 |

1. lset key index value

|  |
| --- |
|  |

1. linsert key before/after 值1 值2

|  |
| --- |
| 在list某个已有值的前后再添加具体值 |

1. 性能总结

|  |
| --- |
| 它是一个字符串链表，left、right都可以插入添加；  如果键不存在，创建新的链表；  如果键已存在，新增内容；  如果值全移除，对应的键也就消失了。  链表的操作无论是头和尾效率都极高，但假如是对中间元素进行操作，效率就很惨淡了。 |

## Redis集合(Set)

### 常用

|  |
| --- |
|  |

### 单值多value

### 案例

#### sadd/smembers/sismember

|  |
| --- |
|  |

#### scard，获取集合里面的元素个数

|  |
| --- |
| 获取集合里面的元素个数 |

#### srem key value 删除集合中元素

|  |
| --- |
|  |

#### srandmember key 某个整数(随机出几个数)

|  |
| --- |
| \*   从set集合里面随机取出2个   \*   如果超过最大数量就全部取出，   \*   如果写的值是负数，比如-3 ，表示需要取出3个，但是可能会有重复值。 |

#### spop key 随机出栈

|  |
| --- |
|  |

#### smove key1 key2 在key1里某个值 作用是将key1里的某个值赋给key2

|  |
| --- |
|  |

#### 数学集合类

1. 差集：sdiff

|  |
| --- |
| 在第一个set里面而不在后面任何一个set里面的项 |

1. 交集：sinter

|  |
| --- |
|  |

1. 并集：sunion

|  |
| --- |
|  |

## Redis哈希(Hash)

|  |
| --- |
|  |

### 常用

|  |
| --- |
|  |

### KV模式不变，但V是一个键值对

### 案例

1. hset/hget/hmset/hmget/hgetall/hdel

|  |
| --- |
|  |

1. Hlen
2. hexists key 在key里面的某个值的key
3. hkeys/hvals

|  |
| --- |
|  |

1. hincrby/hincrbyfloat

|  |
| --- |
|  |

1. Hsetnx

|  |
| --- |
| 不存在赋值，存在了无效。 |

## Redis有序集合Zset(sorted set)

|  |
| --- |
|  |

在set基础上，加一个score值。

之前set是k1 v1 v2 v3，

现在zset是k1 score1 v1 score2 v2

### 常用

|  |
| --- |
|  |

### 案例

1. zadd/zrange

|  |
| --- |
|  |

1. zrangebyscore key 开始score 结束score

|  |
| --- |
|  |
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1. zrem key 某score下对应的value值，作用是删除元素

|  |
| --- |
|  |

1. zcard/zcount key score区间/zrank key values值，作用是获得下标值/zscore key 对应值,获得分数

|  |
| --- |
|  |

1. zrevrank key values值，作用是逆序获得下标值

|  |
| --- |
|  |

1. Zrevrange
2. zrevrangebyscore key 结束score 开始score

|  |
| --- |
|  |

# 解析配置文件 redis.conf

## 它在哪

1. 地址

|  |
| --- |
|  |

1. 为什么我将它拷贝出来单独执行？

## units单位

|  |
| --- |
| 1  配置大小单位,开头定义了一些基本的度量单位，只支持bytes，不支持bit      2  对大小写不敏感 |

## INCLUDES包含

|  |
| --- |
| 和我们的Struts2配置文件类似，可以通过includes包含，redis.conf可以作为总闸，包含其他 |

## GENERAL通用

1. daemonize 出厂默认为fasle，true表示以后台模式运行
2. pidfile
3. port
4. tcp-backlog

|  |
| --- |
| tcp-backlog  设置tcp的backlog，backlog其实是一个连接队列，backlog队列总和=未完成三次握手队列 + 已经完成三次握手队列。  在高并发环境下你需要一个高backlog值来避免慢客户端连接问题。注意Linux内核会将这个值减小到/proc/sys/net/core/somaxconn的值，所以需要确认增大somaxconn和tcp\_max\_syn\_backlog两个值  来达到想要的效果 |

1. timeout
2. bind
3. tcp-keepalive

|  |
| --- |
| 单位为秒，如果设置为0，则不会进行Keepalive检测，建议设置成60 |

1. Loglevel

|  |
| --- |
|  |

1. Logfile
2. syslog-enabled

|  |
| --- |
| 是否把日志输出到syslog中 |

1. syslog-ident

|  |
| --- |
|  |

1. syslog-facility

|  |
| --- |
|  |

1. Databases

默认16个库

## SNAPSHOTTING快照

|  |
| --- |
|  |

### Save

1. save 秒钟 写操作次数

|  |
| --- |
| RDB是整个内存的压缩过的Snapshot，RDB的数据结构，可以配置复合的快照触发条件，  默认  是1分钟内改了1万次，  或5分钟内改了10次，  或15分钟内改了1次。 |

1. 禁用

|  |
| --- |
| 如果想禁用RDB持久化的策略，只要不设置任何save指令，或者给save传入一个空字符串参数也可以 |

### stop-writes-on-bgsave-error

|  |
| --- |
| 如果配置成no，表示你不在乎数据不一致或者有其他的手段发现和控制 |

### Rdbcompression

|  |
| --- |
| rdbcompression：对于存储到磁盘中的快照，可以设置是否进行压缩存储。如果是的话，redis会采用  LZF算法进行压缩。如果你不想消耗CPU来进行压缩的话，可以设置为关闭此功能 |

### Rdbchecksum

|  |
| --- |
| rdbchecksum：在存储快照后，还可以让redis使用CRC64算法来进行数据校验，但是这样做会增加大约10%的性能消耗，如果希望获取到最大的性能提升，可以关闭此功能 |

### Dbfilename

dump.rdb

### dir

Config get dir 得到

## REPLICATION复制

## SECURITY安全

* 访问密码的查看、设置和取消

|  |
| --- |
|  |

## LIMITS限制

1. Maxclients

|  |
| --- |
| 设置redis同时可以与多少个客户端进行连接。默认情况下为10000个客户端。当你  无法设置进程文件句柄限制时，redis会设置为当前的文件句柄限制值减去32，因为redis会为自  身内部处理逻辑留一些句柄出来。如果达到了此限制，redis则会拒绝新的连接请求，并且向这  些连接请求方发出“max number of clients reached”以作回应。 |

1. Maxmemory

|  |
| --- |
| 设置redis可以使用的内存量。一旦到达内存使用上限，redis将会试图移除内部数据，移除规则可以通过maxmemory-policy来指定。如果redis无法根据移除规则来移除内存中的数据，或者设置了“不允许移除”，  那么redis则会针对那些需要申请内存的指令返回错误信息，比如SET、LPUSH等。  但是对于无内存申请的指令，仍然会正常响应，比如GET等。如果你的redis是主redis（说明你的redis有从redis），那么在设置内存使用上限时，需要在系统中留出一些内存空间给同步队列缓存，只有在你设置的是“不移除”的情况下，才不用考虑这个因素 |

1. maxmemory-policy

|  |
| --- |
| （1）volatile-lru：使用LRU算法移除key，只对设置了过期时间的键  （2）allkeys-lru：使用LRU算法移除key  （3）volatile-random：在过期集合中移除随机的key，只对设置了过期时间的键  （4）allkeys-random：移除随机的key  （5）volatile-ttl：移除那些TTL值最小的key，即那些最近要过期的key  （6）noeviction：不进行移除。针对写操作，只是返回错误信息 |

* volatile-lru -> remove the key with an expire set using an LRU algorithm
* allkeys-lru -> remove any key according to the LRU algorithm
* volatile-random -> remove a random key with an expire set
* allkeys-random -> remove a random key, any key
* volatile-ttl -> remove the key with the nearest expire time (minor TTL)
* noeviction -> don't expire at all, just return an error on write operations

1. maxmemory-samples

|  |
| --- |
| 设置样本数量，LRU算法和最小TTL算法都并非是精确的算法，而是估算值，所以你可以设置样本的大小，  redis默认会检查这么多个key并选择其中LRU的那个 |

## APPEND ONLY MODE追加

### appendonly

默认 为no

|  |
| --- |
| aof与rdb文件同时存在，会读aof文件  aof文件损坏，可以用redis-check-aof --fix appendonly.aof命令修复 |

### appendfilename

### Appendfsync

|  |
| --- |
|  |

* always：同步持久化 每次发生数据变更会被立即记录到磁盘 性能较差但数据完整性比较好
* everysec：出厂默认推荐，异步操作，每秒记录 如果一秒内宕机，有数据丢失
* no

### no-appendfsync-on-rewrite：重写时是否可以运用Appendfsync，用默认no即可，保证数据安全性。

### auto-aof-rewrite-min-size：设置重写的基准值

### auto-aof-rewrite-percentage：设置重写的基准值

## 常见配置redis.conf介绍

|  |
| --- |
| **参数说明**  redis.conf 配置项说明如下：  1. Redis默认不是以守护进程的方式运行，可以通过该配置项修改，使用yes启用守护进程    daemonize no  2. 当Redis以守护进程方式运行时，Redis默认会把pid写入/var/run/redis.pid文件，可以通过pidfile指定    pidfile /var/run/redis.pid  3. 指定Redis监听端口，默认端口为6379，作者在自己的一篇博文中解释了为什么选用6379作为默认端口，因为6379在手机按键上MERZ对应的号码，而MERZ取自意大利歌女Alessia Merz的名字    port 6379  4. 绑定的主机地址    bind 127.0.0.1  5.当 客户端闲置多长时间后关闭连接，如果指定为0，表示关闭该功能    timeout 300  6. 指定日志记录级别，Redis总共支持四个级别：debug、verbose、notice、warning，默认为verbose    loglevel verbose  7. 日志记录方式，默认为标准输出，如果配置Redis为守护进程方式运行，而这里又配置为日志记录方式为标准输出，则日志将会发送给/dev/null    logfile stdout  8. 设置数据库的数量，默认数据库为0，可以使用SELECT <dbid>命令在连接上指定数据库id    databases 16  9. 指定在多长时间内，有多少次更新操作，就将数据同步到数据文件，可以多个条件配合    save <seconds> <changes>    Redis默认配置文件中提供了三个条件：    save 900 1    save 300 10    save 60 10000    分别表示900秒（15分钟）内有1个更改，300秒（5分钟）内有10个更改以及60秒内有10000个更改。    10. 指定存储至本地数据库时是否压缩数据，默认为yes，Redis采用LZF压缩，如果为了节省CPU时间，可以关闭该选项，但会导致数据库文件变的巨大    rdbcompression yes  11. 指定本地数据库文件名，默认值为dump.rdb    dbfilename dump.rdb  12. 指定本地数据库存放目录    dir ./  13. 设置当本机为slav服务时，设置master服务的IP地址及端口，在Redis启动时，它会自动从master进行数据同步    slaveof <masterip> <masterport>  14. 当master服务设置了密码保护时，slav服务连接master的密码    masterauth <master-password>  15. 设置Redis连接密码，如果配置了连接密码，客户端在连接Redis时需要通过AUTH <password>命令提供密码，默认关闭    requirepass foobared  16. 设置同一时间最大客户端连接数，默认无限制，Redis可以同时打开的客户端连接数为Redis进程可以打开的最大文件描述符数，如果设置 maxclients 0，表示不作限制。当客户端连接数到达限制时，Redis会关闭新的连接并向客户端返回max number of clients reached错误信息    maxclients 128  17. 指定Redis最大内存限制，Redis在启动时会把数据加载到内存中，达到最大内存后，Redis会先尝试清除已到期或即将到期的Key，当此方法处理 后，仍然到达最大内存设置，将无法再进行写入操作，但仍然可以进行读取操作。Redis新的vm机制，会把Key存放内存，Value会存放在swap区    maxmemory <bytes>  18. 指定是否在每次更新操作后进行日志记录，Redis在默认情况下是异步的把数据写入磁盘，如果不开启，可能会在断电时导致一段时间内的数据丢失。因为 redis本身同步数据文件是按上面save条件来同步的，所以有的数据会在一段时间内只存在于内存中。默认为no    appendonly no  19. 指定更新日志文件名，默认为appendonly.aof     appendfilename appendonly.aof  20. 指定更新日志条件，共有3个可选值：    no：表示等操作系统进行数据缓存同步到磁盘（快）    always：表示每次更新操作后手动调用fsync()将数据写到磁盘（慢，安全）    everysec：表示每秒同步一次（折衷，默认值）    appendfsync everysec    21. 指定是否启用虚拟内存机制，默认值为no，简单的介绍一下，VM机制将数据分页存放，由Redis将访问量较少的页即冷数据swap到磁盘上，访问多的页面由磁盘自动换出到内存中（在后面的文章我会仔细分析Redis的VM机制）     vm-enabled no  22. 虚拟内存文件路径，默认值为/tmp/redis.swap，不可多个Redis实例共享     vm-swap-file /tmp/redis.swap  23. 将所有大于vm-max-memory的数据存入虚拟内存,无论vm-max-memory设置多小,所有索引数据都是内存存储的(Redis的索引数据 就是keys),也就是说,当vm-max-memory设置为0的时候,其实是所有value都存在于磁盘。默认值为0     vm-max-memory 0  24. Redis swap文件分成了很多的page，一个对象可以保存在多个page上面，但一个page上不能被多个对象共享，vm-page-size是要根据存储的 数据大小来设定的，作者建议如果存储很多小对象，page大小最好设置为32或者64bytes；如果存储很大大对象，则可以使用更大的page，如果不 确定，就使用默认值     vm-page-size 32  25. 设置swap文件中的page数量，由于页表（一种表示页面空闲或使用的bitmap）是在放在内存中的，，在磁盘上每8个pages将消耗1byte的内存。     vm-pages 134217728  26. 设置访问swap文件的线程数,最好不要超过机器的核数,如果设置为0,那么所有对swap文件的操作都是串行的，可能会造成比较长时间的延迟。默认值为4     vm-max-threads 4  27. 设置在向客户端应答时，是否把较小的包合并为一个包发送，默认为开启    glueoutputbuf yes  28. 指定在超过一定的数量或者最大的元素超过某一临界值时，采用一种特殊的哈希算法    hash-max-zipmap-entries 64    hash-max-zipmap-value 512  29. 指定是否激活重置哈希，默认为开启（后面在介绍Redis的哈希算法时具体介绍）    activerehashing yes  30. 指定包含其它的配置文件，可以在同一主机上多个Redis实例之间使用同一份配置文件，而同时各个实例又拥有自己的特定配置文件    include /path/to/local.conf |

# redis的持久化

## 总体介绍

* 官网介绍

|  |
| --- |
|  |

## RDB（Redis DataBase）

### 官网介绍

|  |
| --- |
|  |

### 是什么：

* 在指定的时间间隔内将内存中的数据集快照写入磁盘，也就是行话讲的Snapshot快照，它恢复时是将快照文件直接读到内存里
* Redis会单独创建（fork）一个子进程来进行持久化，会先将数据写入到一个临时文件中，待持久化过程都结束了，再用这个临时文件替换上次持久化好的文件。整个过程中，主进程是不进行任何IO操作的，这就确保了极高的性能如果需要进行大规模数据的恢复，且对于数据恢复的完整性不是非常敏感，那RDB方式要比AOF方式更加的高效。RDB的缺点是最后一次持久化后的数据可能丢失。

### Fork

* fork的作用是复制一个与当前进程一样的进程。新进程的所有数据（变量、环境变量、程序计数器等）数值都和原进程一致，但是是一个全新的进程，并作为原进程的子进程

### rdb 保存的是dump.rdb文件

### 配置位置

|  |
| --- |
|  |

### 如何触发RDB快照

#### 配置文件中默认的快照配置

|  |
| --- |
|  |

冷拷贝后重新使用

可以cp dump.rdb dump\_new.rdb

#### 命令save或者是bgsave

|  |
| --- |
|  |

* Save：save时只管保存，其它不管，全部阻塞
* BGSAVE：Redis会在后台异步进行快照操作，快照同时还可以响应客户端请求。可以通过lastsave命令获取最后一次成功执行快照的时间

#### 执行flushall命令，也会产生dump.rdb文件，但里面是空的，无意义

### 如何恢复

* 将备份文件 (dump.rdb) 移动到 redis 安装目录并启动服务即可
* CONFIG GET dir获取目录

### 优势

* 适合大规模的数据恢复
* 对数据完整性和一致性要求不高

### 劣势

* 在一定间隔时间做一次备份，所以如果redis意外down掉的话，就会丢失最后一次快照后的所有修改
* fork的时候，内存中的数据被克隆了一份，大致2倍的膨胀性需要考虑

### 如何停止

* 动态所有停止RDB保存规则的方法：redis-cli config set save ""

注：一般不会这么做

### 小总结

|  |
| --- |
|  |

## AOF（Append Only File）

### 官网介绍

|  |
| --- |
|  |

### 是什么：

以日志的形式来记录每个写操作，将Redis执行过的所有写指令记录下来(读操作不记录)，只许追加文件但不可以改写文件，redis启动之初会读取该文件重新构建数据，换言之，redis重启的话就根据日志文件的内容将写指令从前到后执行一次以完成数据的恢复工作

### Aof保存的是appendonly.aof文件

### 配置位置

|  |
| --- |
|  |

### AOF启动/修复/恢复

#### 正常恢复

* 启动：设置Yes 修改默认的appendonly no，改为yes
* 将有数据的aof文件复制一份保存到对应目录(config get dir)
* 恢复：重启redis然后重新加载

#### 异常恢复

* 启动：设置Yes 修改默认的appendonly no，改为yes
* 备份被写坏的AOF文件
* 修复： redis-check-aof --fix进行修复

|  |
| --- |
|  |

* 恢复：重启redis然后重新加载

### Rewrite

|  |
| --- |
|  |

#### 是什么：

AOF采用文件追加方式，文件会越来越大为避免出现此种情况，新增了重写机制,当AOF文件的大小超过所设定的阈值时，Redis就会启动AOF文件的内容压缩，只保留可以恢复数据的最小指令集.可以使用命令bgrewriteaof

#### 重写原理

AOF文件持续增长而过大时，会fork出一条新进程来将文件重写(也是先写临时文件最后再rename)，遍历新进程的内存中数据，每条记录有一条的Set语句。重写aof文件的操作，并没有读取旧的aof文件，而是将整个内存中的数据库内容用命令的方式重写了一个新的aof文件，这点和快照有点类似

#### 触发机制

Redis会记录上次重写时的AOF大小，默认配置是当AOF文件大小是上次rewrite后大小的一倍且文件大于64M时触发

注：生产上3g是起步

### 优势

* 每修改同步：appendfsync always 同步持久化 每次发生数据变更会被立即记录到磁盘 性能较差但数据完整性比较好
* 每秒同步：appendfsync everysec 异步操作，每秒记录 如果一秒内宕机，有数据丢失
* 不同步：appendfsync no 从不同步

### 劣势

* 相同数据集的数据而言aof文件要远大于rdb文件，恢复速度慢于rdb
* aof运行效率要慢于rdb,每秒同步策略效率较好，不同步效率和rdb相同

### 小总结

|  |
| --- |
|  |

## 总结(Which one)

1. 官网建议

|  |
| --- |
|  |

1. RDB持久化方式能够在指定的时间间隔能对你的数据进行快照存储
2. AOF持久化方式记录每次对服务器写的操作,当服务器重启的时候会重新执行这些命令来恢复原始的数据,AOF命令以redis协议追加保存每次写的操作到文件末尾.
3. Redis还能对AOF文件进行后台重写,使得AOF文件的体积不至于过大
4. 只做缓存：如果你只希望你的数据在服务器运行的时候存在,你也可以不使用任何持久化方式.
5. 同时开启两种持久化方式

* 在这种情况下,当redis重启的时候会优先载入AOF文件来恢复原始的数据,因为在通常情况下AOF文件保存的数据集要比RDB文件保存的数据集要完整.
* RDB的数据不实时，同时使用两者时服务器重启也只会找AOF文件。那要不要只使用AOF呢？作者建议不要，因为RDB更适合用于备份数据库(AOF在不断变化不好备份)，快速重启，而且不会有AOF可能潜在的bug，留着作为一个万一的手段。

1. 性能建议

|  |
| --- |
| 因为RDB文件只用作后备用途，建议只在Slave上持久化RDB文件，而且只要15分钟备份一次就够了，只保留save 900 1这条规则。  如果Enalbe AOF，好处是在最恶劣情况下也只会丢失不超过两秒数据，启动脚本较简单只load自己的AOF文件就可以了。代价一是带来了持续的IO，二是AOF rewrite的最后将rewrite过程中产生的新数据写到新文件造成的阻塞几乎是不可避免的。只要硬盘许可，应该尽量减少AOF rewrite的频率，AOF重写的基础大小默认值64M太小了，可以设到5G以上。默认超过原大小100%大小时重写可以改到适当的数值。  如果不Enable AOF ，仅靠Master-Slave Replication 实现高可用性也可以。能省掉一大笔IO也减少了rewrite时带来的系统波动。代价是如果Master/Slave同时倒掉，会丢失十几分钟的数据，启动脚本也要比较两个Master/Slave中的RDB文件，载入较新的那个。新浪微博就选用了这种架构 |

# Redis的事务

## 是什么

可以一次执行多个命令，本质是一组命令的集合。一个事务中的所有命令都会序列化，按顺序地串行化执行而不会被其它命令插入，不许加塞

官网：

|  |
| --- |
|  |

## 能干嘛

一个队列中，一次性、顺序性、排他性的执行一系列命令

## 怎么玩

|  |
| --- |
|  |

### 常用命令

|  |
| --- |
|  |

### case1：正常执行

|  |
| --- |
|  |

### Case2：放弃事务

|  |
| --- |
|  |

### Case3：全体连坐

|  |
| --- |
|  |

### Case4：冤头债主

**redis部分支持事务**

|  |
| --- |
|  |

### Case5：watch监控

#### 悲观锁/乐观锁/CAS(Check And Set)

* 悲观锁

|  |
| --- |
| 悲观锁(Pessimistic Lock), 顾名思义，就是很悲观，每次去拿数据的时候都认为别人会修改，所以每次在拿数据的时候都会上锁，这样别人想拿这个数据就会block直到它拿到锁。传统的关系型数据库里边就用到了很多这种锁机制，比如行锁，表锁等，读锁，写锁等，都是在做操作之前先上锁 |

* 乐观锁

|  |
| --- |
| 乐观锁(Optimistic Lock), 顾名思义，就是很乐观，每次去拿数据的时候都认为别人不会修改，所以不会上锁，但是在更新的时候会判断一下在此期间别人有没有去更新这个数据，可以使用版本号等机制。乐观锁适用于多读的应用类型，这样可以提高吞吐量，  乐观锁策略:提交版本必须大于记录当前版本才能执行更新 |

* CAS

#### 初始化信用卡可用余额和欠额

|  |
| --- |
|  |

#### 无加塞篡改，先监控再开启multi，保证两笔金额变动在同一个事务内

|  |
| --- |
|  |

#### 有加塞篡改

|  |
| --- |
|  |

监控了key，如果key被修改了，后面一个事务的执行失效

#### Unwatch

|  |
| --- |
|  |

#### 一旦执行了exec之前加的监控锁都会被取消掉了

#### 小结

* Watch指令，类似乐观锁，事务提交时，如果Key的值已被别的客户端改变，比如某个list已被别的客户端push/pop过了，整个事务队列都不会被执行
* 通过WATCH命令在事务执行之前监控了多个Keys，倘若在WATCH之后有任何Key的值发生了变化，EXEC命令执行的事务都将被放弃，同时返回Nullmulti-bulk应答以通知调用者事务执行失败

## 3阶段

1. 开启：以MULTI开始一个事务
2. 入队：将多个命令入队到事务中，接到这些命令并不会立即执行，而是放到等待执行的事务队列里面
3. 执行：由EXEC命令触发事务

## 3特性

1. 单独的隔离操作：事务中的所有命令都会序列化、按顺序地执行。事务在执行的过程中，不会被其他客户端发送来的命令请求所打断。
2. 没有隔离级别的概念：队列中的命令没有提交之前都不会实际的被执行，因为事务提交前任何指令都不会被实际执行，也就不存在”事务内的查询要看到事务里的更新，在事务外查询不能看到”这个让人万分头痛的问题
3. 不保证原子性：redis同一个事务中如果有一条命令执行失败，其后的命令仍然会被执行，没有回滚

# Redis的发布订阅

## 是什么

### 进程间的一种消息通信模式：发送者(pub)发送消息，订阅者(sub)接收消息。

### 订阅/发布消息图

|  |
| --- |
|  |

## 命令

|  |
| --- |
|  |

## 案列

|  |
| --- |
| 先订阅后发布后才能收到消息，  1 可以一次性订阅多个，SUBSCRIBE c1 c2 c3  2 消息发布，PUBLISH c2 hello-redis  =============================================================  3 订阅多个，通配符\*， PSUBSCRIBE new\*  4 收取消息， PUBLISH new1 redis2015 |

# Redis的复制(Master/Slave)

## 是什么

* 官网

|  |
| --- |
|  |

* 行话：也就是我们所说的主从复制，主机数据更新后根据配置和策略，自动同步到备机的master/slaver机制，Master以写为主，Slave以读为主

## 能干嘛

1. 读写分离
2. 容灾恢复

## 怎么玩

### 配从(库)不配主(库)

### 从库配置：slaveof 主库IP 主库端口

* 每次与master断开之后，都需要重新连接，除非你配置进redis.conf文件
* info replication

|  |
| --- |
|  |

### 修改配置文件细节操作

#### 拷贝多个redis.conf文件

#### 开启daemonize yes

#### pid文件名字

|  |
| --- |
|  |

#### 指定端口log文件名字

|  |
| --- |
|  |

#### dump.rdb名字

|  |
| --- |
|  |
|  |

### 常用3招

#### 一主二仆

##### Init

##### 一个Master两个Slave

##### 日志查看

* 主机日志

|  |
| --- |
|  |

* 备机日志

|  |
| --- |
|  |

* info replication

|  |
| --- |
|  |

##### 主从问题演示

|  |
| --- |
| 1 切入点问题？slave1、slave2是从头开始复制还是从切入点开始复制?比如从k4进来，那之前的123是否也可以复制  2 从机是否可以写？set可否？  3 主机shutdown后情况如何？从机是上位还是原地待命  4 主机又回来了后，主机新增记录，从机还能否顺利复制？  5 其中一台从机down后情况如何？依照原有它能跟上大部队吗？      从头备份到尾    从机可以set？ No    主机down掉：    主机又活了：（从机原地待命）    从机down掉： （再活不是slave，除非写进配置文件） |

#### 薪火相传

* 上一个Slave可以是下一个slave的Master，Slave同样可以接收其他slaves的连接和同步请求，那么该slave作为了链条中下一个的master,可以有效减轻master的写压力
* 中途变更转向:会清除之前的数据，重新建立拷贝最新的
* slaveof 新主库IP 新主库端口

|  |
| --- |
|  |

#### 反客为主（手动）

SLAVEOF no one

使当前数据库停止与其他数据库的同步，转成主数据库

|  |
| --- |
|  |

## 复制原理

1. slave启动成功连接到master后会发送一个sync命令
2. Master接到命令启动后台的存盘进程，同时收集所有接收到的用于修改数据集命令，在后台进程执行完毕之后，master将传送整个数据文件到slave,以完成一次完全同步
3. 全量复制：而slave服务在接收到数据库文件数据后，将其存盘并加载到内存中。
4. 增量复制：Master继续将新的所有收集到的修改命令依次传给slave,完成同步
5. 但是只要是重新连接master,一次完全同步（全量复制)将被自动执行

## 哨兵模式(sentinel)

### 是什么

反客为主的自动版，能够后台监控主机是否故障，如果故障了根据投票数自动将从库转换为主库

### 怎么玩(使用步骤)

#### 调整结构，6379带着80、81

#### 自定义的/myredis目录下新建sentinel.conf文件，名字绝不能错

#### 配置哨兵,填写内容

* sentinel monitor 被监控数据库名字(自己起名字) 127.0.0.1 6379 1

|  |
| --- |
|  |

* 上面最后一个数字1，表示主机挂掉后salve投票看让谁接替成为主机，得票数多少后成为主机

#### 启动哨兵

* redis-sentinel /myredis/sentinel.conf

|  |
| --- |
|  |

* 上述目录依照各自的实际情况配置，可能目录不同

#### 正常主从演示

#### 原有的master挂了

|  |
| --- |
|  |

#### 投票新选

|  |
| --- |
|  |

#### 重新主从继续开工,info replication查查看

|  |
| --- |
|  |

#### 问题：如果之前的master重启回来，会不会双master冲突？

|  |
| --- |
| 刚启动79，还为master是因为哨兵还没监控到。    等一会，就会看到，79变为slave |

### 一组sentinel能同时监控多个Master

## 复制的缺点

**复制延时**

|  |
| --- |
| 由于所有的写操作都是先在Master上操作，然后同步更新到Slave上，所以从Master同步到Slave机器有一定的延迟，当系统很繁忙的时候，延迟问题会更加严重，Slave机器数量的增加也会使这个问题更加严重。 |

# Redis的Java客户端Jedis

## Jedis常用操作

### 测试连通性

|  |
| --- |
| **public** **class** Demo01 {  **public** **static** **void** main(String[] args) {      //连接本地的 Redis 服务      Jedis jedis = **new** Jedis("127.0.0.1",6379);      //查看服务是否运行，打出pong表示OK      System.*out*.println("connection is OK==========>: "+jedis.ping());    }  } |

### 5+1

|  |
| --- |
| **package** com.atguigu.redis.test;  **import** java.util.\*;  **import** redis.clients.jedis.Jedis;  **public** **class** Test02  {  **public** **static** **void** main(String[] args)    {       Jedis jedis = **new** Jedis("127.0.0.1",6379);       //key       Set<String> keys = jedis.keys("\*");  **for** (Iterator iterator = keys.iterator(); iterator.hasNext();) {         String key = (String) iterator.next();         System.*out*.println(key);       }       System.*out*.println("jedis.exists====>"+jedis.exists("k2"));       System.*out*.println(jedis.ttl("k1"));       //String       //jedis.append("k1","myreids");       System.*out*.println(jedis.get("k1"));       jedis.set("k4","k4\_redis");       System.*out*.println("----------------------------------------");       jedis.mset("str1","v1","str2","v2","str3","v3");       System.*out*.println(jedis.mget("str1","str2","str3"));       //list       System.*out*.println("----------------------------------------");       //jedis.lpush("mylist","v1","v2","v3","v4","v5");       List<String> list = jedis.lrange("mylist",0,-1);  **for** (String element : list) {         System.*out*.println(element);       }       //set       jedis.sadd("orders","jd001");       jedis.sadd("orders","jd002");       jedis.sadd("orders","jd003");       Set<String> set1 = jedis.smembers("orders");  **for** (Iterator iterator = set1.iterator(); iterator.hasNext();) {         String string = (String) iterator.next();         System.*out*.println(string);       }       jedis.srem("orders","jd002");       System.*out*.println(jedis.smembers("orders").size());       //hash       jedis.hset("hash1","userName","lisi");       System.*out*.println(jedis.hget("hash1","userName"));       Map<String,String> map = **new** HashMap<String,String>();       map.put("telphone","13811814763");       map.put("address","atguigu");       map.put("email","abc@163.com");       jedis.hmset("hash2",map);       List<String> result = jedis.hmget("hash2", "telphone","email");  **for** (String element : result) {         System.*out*.println(element);       }       //zset       jedis.zadd("zset01",60d,"v1");       jedis.zadd("zset01",70d,"v2");       jedis.zadd("zset01",80d,"v3");       jedis.zadd("zset01",90d,"v4");         Set<String> s1 = jedis.zrange("zset01",0,-1);  **for** (Iterator iterator = s1.iterator(); iterator.hasNext();) {         String string = (String) iterator.next();         System.*out*.println(string);       }      }  } |

* 一个key
* 五大数据类型

### 事务提交

#### 日常

|  |
| --- |
| **package** com.atguigu.redis.test;  **import** redis.clients.jedis.Jedis;  **import** redis.clients.jedis.Response;  **import** redis.clients.jedis.Transaction;  **public** **class** Test03  {  **public** **static** **void** main(String[] args)    {       Jedis jedis = **new** Jedis("127.0.0.1",6379);         //监控key，如果该动了事务就被放弃       /\*3       jedis.watch("serialNum");       jedis.set("serialNum","s#####################");       jedis.unwatch();\*/         Transaction transaction = jedis.multi();//被当作一个命令进行执行       Response<String> response = transaction.get("serialNum");       transaction.set("serialNum","s002");       response = transaction.get("serialNum");       transaction.lpush("list3","a");       transaction.lpush("list3","b");       transaction.lpush("list3","c");         transaction.exec();       //2 transaction.discard();       System.*out*.println("serialNum\*\*\*\*\*\*\*\*\*\*\*"+response.get());      }  } |

#### 加锁

|  |
| --- |
| **public** **class** TestTransaction {  **public** **boolean** transMethod() {       Jedis jedis = **new** Jedis("127.0.0.1", 6379);  **int** balance;// 可用余额  **int** debt;// 欠额  **int** amtToSubtract = 10;// 实刷额度       jedis.watch("balance");       //jedis.set("balance","5");//此句不该出现，讲课方便。模拟其他程序已经修改了该条目       balance = Integer.*parseInt*(jedis.get("balance"));  **if** (balance < amtToSubtract) {         jedis.unwatch();         System.*out*.println("modify");  **return** **false**;       } **else** {         System.*out*.println("\*\*\*\*\*\*\*\*\*\*\*transaction");         Transaction transaction = jedis.multi();         transaction.decrBy("balance", amtToSubtract);         transaction.incrBy("debt", amtToSubtract);         transaction.exec();         balance = Integer.*parseInt*(jedis.get("balance"));         debt = Integer.*parseInt*(jedis.get("debt"));         System.*out*.println("\*\*\*\*\*\*\*" + balance);         System.*out*.println("\*\*\*\*\*\*\*" + debt);  **return** **true**;       }    }    /\*\*     \* 通俗点讲，watch命令就是标记一个键，如果标记了一个键， 在提交事务前如果该键被别人修改过，那事务就会失败，这种情况通常可以在程序中     \* 重新再尝试一次。     \* 首先标记了键balance，然后检查余额是否足够，不足就取消标记，并不做扣减； 足够的话，就启动事务进行更新操作，     \* 如果在此期间键balance被其它人修改， 那在提交事务（执行exec）时就会报错， 程序中通常可以捕获这类错误再重新执行一次，直到成功。     \*/  **public** **static** **void** main(String[] args) {       TestTransaction test = **new** TestTransaction();  **boolean** retValue = test.transMethod();       System.*out*.println("main retValue-------: " + retValue);    }  } |

### 主从复制

|  |
| --- |
| **public** **static** **void** main(String[] args) **throws** InterruptedException    {       Jedis jedis\_M = **new** Jedis("127.0.0.1",6379);       Jedis jedis\_S = **new** Jedis("127.0.0.1",6380);         jedis\_S.slaveof("127.0.0.1",6379);         jedis\_M.set("k6","v6");       Thread.*sleep*(500);       System.*out*.println(jedis\_S.get("k6"));    } |

* 6379,6380启动，先各自先独立
* 主写
* 从读

## JedisPool

### 获取Jedis实例需要从JedisPool中获取

### 用完Jed案例见代码is实例需要返还给JedisPool

### 如果Jedis在使用过程中出错，则也需要还给JedisPool

### 案例见代码

* JedisPoolUtil

|  |
| --- |
| **package** com.atguigu.redis.test;  **import** redis.clients.jedis.Jedis;  **import** redis.clients.jedis.JedisPool;  **import** redis.clients.jedis.JedisPoolConfig;  **public** **class** JedisPoolUtil {    **private** **static** **volatile** JedisPool *jedisPool* = **null**;//被volatile修饰的变量不会被本地线程缓存，对该变量的读写都是直接操作共享内存。    **private** JedisPoolUtil() {}    **public** **static** JedisPool getJedisPoolInstance()   {  **if**(**null** == *jedisPool*)      {  **synchronized** (JedisPoolUtil.**class**)        {  **if**(**null** == *jedisPool*)           {             JedisPoolConfig poolConfig = **new** JedisPoolConfig();             poolConfig.setMaxActive(1000);             poolConfig.setMaxIdle(32);             poolConfig.setMaxWait(100\*1000);             poolConfig.setTestOnBorrow(**true**);    *jedisPool* = **new** JedisPool(poolConfig,"127.0.0.1");           }        }      }  **return** *jedisPool*;   }    **public** **static** **void** release(JedisPool jedisPool,Jedis jedis)   {  **if**(**null** != jedis)      {        jedisPool.returnResourceObject(jedis);      }   }  } |

* Demo5

jedisPool.getResource();

|  |
| --- |
| **package** com.atguigu.redis.test;  **import** redis.clients.jedis.Jedis;  **import** redis.clients.jedis.JedisPool;  **public** **class** Test01 {  **public** **static** **void** main(String[] args) {       JedisPool jedisPool = JedisPoolUtil.*getJedisPoolInstance*();       Jedis jedis = **null**;    **try**       {         jedis = jedisPool.getResource();         jedis.set("k18","v183");         } **catch** (Exception e) {         e.printStackTrace();       }**finally**{         JedisPoolUtil.*release*(jedisPool, jedis);       }    }  } |

### 配置总结all

|  |
| --- |
| JedisPool的配置参数大部分是由JedisPoolConfig的对应项来赋值的。  maxActive：控制一个pool可分配多少个jedis实例，通过pool.getResource()来获取；如果赋值为-1，则表示不限制；如果pool已经分配了maxActive个jedis实例，则此时pool的状态为exhausted。  maxIdle：控制一个pool最多有多少个状态为idle(空闲)的jedis实例；  whenExhaustedAction：表示当pool中的jedis实例都被allocated完时，pool要采取的操作；默认有三种。   WHEN\_EXHAUSTED\_FAIL --> 表示无jedis实例时，直接抛出NoSuchElementException；   WHEN\_EXHAUSTED\_BLOCK --> 则表示阻塞住，或者达到maxWait时抛出JedisConnectionException；   WHEN\_EXHAUSTED\_GROW --> 则表示新建一个jedis实例，也就说设置的maxActive无用；  maxWait：表示当borrow一个jedis实例时，最大的等待时间，如果超过等待时间，则直接抛JedisConnectionException；  testOnBorrow：获得一个jedis实例的时候是否检查连接可用性（ping()）；如果为true，则得到的jedis实例均是可用的；  testOnReturn：return 一个jedis实例给pool时，是否检查连接可用性（ping()）；  testWhileIdle：如果为true，表示有一个idle object evitor线程对idle object进行扫描，如果validate失败，此object会被从pool中drop掉；这一项只有在timeBetweenEvictionRunsMillis大于0时才有意义；  timeBetweenEvictionRunsMillis：表示idle object evitor两次扫描之间要sleep的毫秒数；  numTestsPerEvictionRun：表示idle object evitor每次扫描的最多的对象数；  minEvictableIdleTimeMillis：表示一个对象至少停留在idle状态的最短时间，然后才能被idle object evitor扫描并驱逐；这一项只有在timeBetweenEvictionRunsMillis大于0时才有意义；  softMinEvictableIdleTimeMillis：在minEvictableIdleTimeMillis基础上，加入了至少minIdle个对象已经在pool里面了。如果为-1，evicted不会根据idle time驱逐任何对象。如果minEvictableIdleTimeMillis>0，则此项设置无意义，且只有在timeBetweenEvictionRunsMillis大于0时才有意义；  lifo：borrowObject返回对象时，是采用DEFAULT\_LIFO（last in first out，即类似cache的最频繁使用队列），如果为False，则表示FIFO队列；  ==================================================================================================================  其中JedisPoolConfig对一些参数的默认设置如下：  testWhileIdle=true  minEvictableIdleTimeMills=60000  timeBetweenEvictionRunsMillis=30000  numTestsPerEvictionRun=-1 |